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Coordination corrected ab initio formation enthalpies
Rico Friedrich 1,2, Demet Usanmaz 1,2, Corey Oses 1,2, Andrew Supka3, Marco Fornari 2,3, Marco Buongiorno Nardelli2,4,
Cormac Toher1,2 and Stefano Curtarolo 2,5,6

The correct calculation of formation enthalpy is one of the enablers of ab-initio computational materials design. For several classes
of systems (e.g. oxides) standard density functional theory produces incorrect values. Here we propose the “coordination corrected
enthalpies” method (CCE), based on the number of nearest neighbor cation–anion bonds, and also capable of correcting relative
stability of polymorphs. CCE uses calculations employing the Perdew, Burke and Ernzerhof (PBE), local density approximation (LDA)
and strongly constrained and appropriately normed (SCAN) exchange correlation functionals, in conjunction with a quasiharmonic
Debye model to treat zero-point vibrational and thermal effects. The benchmark, performed on binary and ternary oxides (halides),
shows very accurate room temperature results for all functionals, with the smallest mean absolute error of 27(24) meV/atom
obtained with SCAN. The zero-point vibrational and thermal contributions to the formation enthalpies are small and with different
signs—largely canceling each other.
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INTRODUCTION
The accurate prediction of the thermodynamic stability of a
compound—crucial in computational materials design1—mostly
relies on the calculation of the formation enthalpy: the enthalpy
change with respect to elemental reference phases. Using density
functional theory (DFT), the formation energy, neglecting
pressure–volume contributions, is routinely computed ab initio.
For systems where elements and compounds are metallic, i.e.
chemically similar, accurate results are usually obtained by using
standard (semi)local approximations to DFT.2,3 They include the
local density approximation (LDA)4,5 or the generalized gradient
approximation (GGA), for instance PBE.6 In this way, formation
energies for millions of metal alloys have already been calculated
in materials databases such as AFLOW,7–10 the Materials Pro-
ject,11,12 and OQMD.13,14

When the compound and the elements have a different
chemical character, as for example in the case of oxides, nitrides,
or sulfides, the situation is less favorable. For oxides, the
compound is typically an ionic insulator while the elements are
metals or semiconductors and a diatomic gas. When comparing to
experimental enthalpies,15–18 standard approximations of DFT
lead to mean absolute errors (MAEs) of the order of several
hundred meV/atom. For reaction energies between binary and
ternary oxides, within a similar chemical realm, a smaller average
error of about 24–35meV/atom has been observed.19

Different attempts have been made to calculate more accurate
formation energies ab initio. A modified version of PBE was
proposed by Sarmiento-Pérez et al.:20 three functional parameters
were optimized, improving results by about a factor of two. The
hybrid functional HSE06 yields only a slight improvement for
transition metal oxides.21 The recently developed strongly
constrained and appropriately normed (SCAN) meta-generalized-

gradient approximation22 has an accuracy limited to about
100meV/atom.23,24

Non-self-consistent exact exchange plus random phase approx-
imation (EXX+ RPA) calculations can lead to more accurate
formation energies by about a factor of two–three compared to
PBE.25,26 The renormalized adiabatic PBE method improves the
results based on RPA for 19 main group and two transition metal
oxides by about a factor of two.27 A Bayesian error estimation
functional (mBEEF) systematically improves PBE results reaching
an MAE of about 120 meV/atom for a test set of 24 compounds.28

Applying a correction method on top of the functional could
reduce the MAE to 90meV/atom, which is 20–60meV/atom less
than if the correction is applied on top of other functionals.
Unfortunately, such computationally expensive approaches are
not suitable for screening large materials sets and do not, in
general, reach the necessary chemical accuracy of 1 kcal/mol
(≈40meV/atom).
Several empirical correction schemes have been established for

formation energies calculated with DFT by comparing to
experimentally measured formation enthalpies. Wang et al.29

suggested an oxygen correction of 1.36 eV per O2 to be subtracted
from formation energies calculated with PBE. The approach was
extended to H2, N2, F2, and Cl2 for different functionals.30 For
sulfides, a different correction is found depending on whether the
anion is S2− or S2�2 .31 Jain et al. suggested an empirical scheme for
mixing GGA and GGA+ U calculations to compute formation
enthalpies for compounds containing transition metal elements.32

An MAE of 45 meV/atom was achieved for a test set of 49 ternary
oxides with respect to experimental values.32 A local environment
dependent GGA+ U method based on the GGA/GGA+ U mixing
scheme was also developed.33 It introduced significantly more
parameters and achieved an MAE of 19meV/atom for a test set of
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52 transition metal oxides. In the fitted elemental-phase reference
energies (FERE) method,34,35 element-specific corrections were
used to optimize the error cancellation when calculating total
energy differences between chemically dissimilar materials.
Corrected formation energies calculated for a test set of 55
ternary compounds gave an MAE of 48 meV/atom.35 In conclusion,
existing correction schemes and advanced theoretical approaches
do not, in general, reach an accuracy of the order of the thermal
energy at room temperature (~25meV) for formation enthalpies.
Here, we propose a physically motivated correction scheme —

coordination corrected enthalpies (CCE), based on the number of
bonds between each cation and surrounding anions. Compared to
previous approaches, it leads to systematically more accurate
results. The smallest MAE of 27 (24) meV/atom for a test set of
ternary oxides (halides) is reached when starting from SCAN
calculations. Contrary to earlier approaches, the ansatz also allows
correction of the relative stability of polymorphs with different
number of cation–anion bonds.
The article mainly focuses on oxides because of: (i) high

technological relevance, (ii) abundance of experimental thermo-
chemical data, especially for ternary oxides, and (iii) generally low
error bars of the experimental values allowing accurate corrections
and predictions. Calculated room temperature formation enthal-
pies for a set of 79 binary and 71 ternary oxides are presented
employing the three main approximations to the DFT exchange-
correlation functional: LDA, PBE, and SCAN.
In other schemes, temperature effects have been completely

neglected,32,34,35 or room temperature experimental values were
interpolated to 0 K using a Debye model parameterized with the
measured room temperature heat capacities and entropies.19,33

Here, the thermal contributions to the formation enthalpy are
calculated via a quasiharmonic Debye model.36–40 Our approach
includes the contribution due to zero-point vibrational energies.
First, the methodology of calculating coordination corrected

room temperature formation enthalpies is presented. Then, the
DFT derived and CCE results are discussed. Additional compar-
isons and tables with structure data, values of the corrections, of
calculated, corrected, and experimental formation enthalpies/
energies, as well as the vibrational contributions are listed in the
supplementary information.

RESULTS
Room temperature formation enthalpies
The formation enthalpy includes contributions due to the
pressure–volume term (e.g. for O2). The formation energy takes
into account only internal energy contributions. The formalism,
introduced for oxides, works equivalently for other polar systems.
From DFT, an approximate formation energy ΔfE0;DFT of an

oxide Ax1Bx2 ¼Oxn at zero T and p, without zero-point vibrational
energies, can be calculated:

ΔfE
0;DFT
Ax1 ¼Oxn

¼ U0;DFT
Ax1 ¼Oxn

�
Xn�1

i¼1

xiU
0;DFT
i þ xn

2
U0;DFT
O2

" #
; (1)

where U0;DFT

Ax1 ¼Oxn
, U0;DFT

i , and U0;DFT
O2

are the total energies of the

compound per formula unit, the i-element reference phase per
atom, and O2, respectively, and x1, …, xn are stoichiometries.
The tabulated experimentally measured standard formation

enthalpy at the reference temperature Tr= 298.15 K, ΔfH�;Tr;exp,
corresponds to:
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where H�;Tr
Ax1 ¼Oxn

, H�;Tr
i , and H�;Tr

O2
are the standard enthalpies of

the compound per formula unit, the i-element reference phase
per atom and O2, respectively, all at Tr.
Using H= U+ pV and neglecting the pV terms for the

compound and the elements (less O2), the formation enthalpy
becomes:
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Generally, neglecting pV is a very good approximation:
pressures are small and the molar volumes of condensed systems
are typically three orders of magnitude smaller than gases—the
contribution to the formation enthalpy is expected to be well
below 1meV/atom.
Writing the total energies and the standard enthalpy of O2 at Tr

as the value at 0 K plus the difference between Tr and 0 K, and
separating the zero-point vibrational energy for each system,
gives:
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where U
ZP
Ax1 ¼Oxn

, U
ZP
i , and U

ZP
O2

are the zero-point vibrational

energies of the compound, the i-element reference and O2,
respectively. ΔfH

�;Tr ;cal
Ax1 ¼Oxn

stands for the calculated standard

formation enthalpy at Tr. The terms are:
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is the internal energy contribution excluding vibrational effects;
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collects all zero-point (ZP) contributions;

ΔfH
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is the overall thermal contribution (TC).
The internal energy contribution to ΔfH

�;Tr;exp
Ax1 ¼Oxn

can be

identified with ΔfE
0;DFT

Ax1 ¼Oxn
calculated with DFT according to Eq.

(1). The pressure dependence is negligible at the standard value of
1 bar.
For the thermal contribution, the internal energy differences

between 0 K and Tr are almost entirely due to vibrations. The
quantity is estimated by using the AFLOW Automatic GIBBS
Library (AGL) via a quasiharmonic Debye model36–40 with default
parameters (28 strained structures, 1% lattice strain increments39).
The approach is tested by comparing the calculated internal
energy difference between 0 K and Tr with experimental enthalpy
differences (see Section 1 in the supplementary information),
indicating good agreement for both compounds and references.
The AGL calculations also provide a zero-point vibrational

energy, which is used to treat the zero-point contribution. Notably,
e.g. for BeO the energy is calculated to be 0.11 eV/atom for all
three functionals, which agrees exactly with the value reported in
ref. 41 obtained from more expensive phonon calculations. In the
rest of the article, the sum of the zero-point and thermal
contributions is denoted as the vibrational contribution.
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For O2, the enthalpy difference between 0 K and Tr can be
estimated from a perfect diatomic gas with five degrees of
freedom where the bond-stretching vibrational mode is not
excited at Tr, leading to 90 meV/O2.

42 The value agrees exactly
with the tabulated enthalpy difference from the NIST-JANAF
thermochemical tables.16 For F2, Cl2, BF3, and SiF4, the enthalpy
differences from NIST-JANAF corresponding to 91, 95, 121, and
159meV are taken, respectively. The zero-point vibrational energy
of O2 is calculated, using the experimental oxygen vibrational
frequency of 1580.1932 cm−1,16 to be 98meV/O2. For F2, Cl2, BF3,
and SiF4, the calculated zero-point energies are 55, 35, 339, and
346meV. Similarly, for Hg the total energy at 0 K is calculated for
the low-temperature rhombohedral structure, with the zero-point
vibrational energy obtained from AGL. The experimental enthalpy
difference from 0 K to Tr of 97 meV/Hg atom from the NIST-JANAF
tables,16 including fusion at 234.29 K, is used to account for
thermal effects.

Coordination corrected enthalpies scheme
The remaining deviation between calculated and measured room
temperature formation enthalpies is almost entirely due to the
internal energy contribution ΔfE

0;DFT

Ax1 ¼Oxn
obtained with DFT.

Compounds with strong polar bonds are chemically different from
elements—mostly metallic plus a diatomic gas. As already noted
by Lany34 and Stevanović et al.,35 this leads to an incomplete error
cancellation when calculating total energy differences—standard
semilocal functionals do not allow calculation of accurate total
energies.
Since a reliable description of the bonding in a material is

central for capturing its properties, it seems reasonable to assume
in first approximation that DFT makes errors per bond. As such,
the CCE scheme considers the number of nearest-neighbor bonds
(coordination number) formed between the cation and oxygen.
The approach enables accounting for coordination changes, as
illustrated in Fig. 1 for the case of CaO, rutile TiO2, and perovskite
CaTiO3. For the binary oxides, Ca is six-fold (octahedrally)
coordinated by O in the rocksalt structure of CaO, while Ti is six-
fold in rutile TiO2. For Ti, the coordination number remains the
same in CaTiO3, but the number of nearest neighbor Ca–O bonds
changes to eight. The phenomenon is quite common for several
elements when going from binary to ternary oxides, and can be
captured within CCE.
The corrections per bond δHAþα

A�O are extracted from the
deviation between the calculated and experimental formation

enthalpies of binary oxides Ax1Ox2 for each functional:

ΔfH
�;Tr;cal
Ax1 Ox2

� ΔfH
�;Tr ;exp
Ax1 Ox2

¼ x1NA�OδH
Aþα

A�O; (8)

where NA–O is the number of nearest neighbor A–O bonds of
element A in oxidation state +α. CCE is constructed to be
dependent on +α: the energetic position of the bonding states
and hence also the correction are expected to be oxidation state
specific. In AFLOW, oxidation numbers can be determined by a
Bader analysis,43,44 while ensuring that the sum over all atoms
equals zero. When counting bonds for distorted or low-symmetry
environments, a length variation up to 0.5 Å is allowed. After
trying different tolerances, this value is found to lead to the best
results. In the case of CaTiO3 (see Fig. 1c) the nearest-neighbor
Ca–O bond length varies between 2.36 and 2.69 Å for the relaxed
PBE structure.
As mentioned before, DFT errors do not only originate from the

inaccurate treatment of the bonding in the compound, but also
from the lack of error cancellation with the different reference
phases. CCE corrections per bond implicitly include those of the
elemental references—for a given bonded pair of atoms,
reference phases are constant and the lack of error cancellation
is then “absorbed” into corrections per bond. It especially applies
to the molecular O2 reference, for which the atomization energy is
known to be poorly described in DFT.29,45

The energy corrections extracted from binary oxides are then
applied to the test-set of ternary oxides Ax1Bx2Ox3 to calculate the
corrected formation enthalpies:

ΔfH
�;Tr;cor
Ax1 Bx2 Ox3

¼ ΔfH
�;Tr;cal
Ax1 Bx2 Ox3

�
X

i¼1;2

xiNi�OδH
iþα

i�O; (9)

where Ni–O is the number of nearest-neighbor bonds between the
cation i-species and oxygen.
Compared to other approaches,29,32–35 it is important to note

that at fixed composition, CCE is capable of correcting the relative
stability of polymorphs with different coordination numbers.
Comparisons are performed with a quasi-FERE approach

following the ideas of refs. 34,35 A least-squares problem for all
binary oxides in the fitting set is solved for the element-specific
corrections δHqFERE

i :

ΔfH
�;Tr;exp
Ax1 Ox2

¼ ΔfH
�;Tr;cal
Ax1 Ox2

�
X

i¼1;2

xiδH
qFERE
i : (10)

The corrections are then added to the calculated reference
enthalpies used to calculate the corrected formation enthalpies.
Contrary to the original FERE,34,35 here (i) no Hubbard-U term is
used, (ii) only oxides are considered in the fitting set, (iii) the
corrections are determined and applied with respect to the

Fig. 1 Coordination change. Crystal structures of a CaO, b rutile TiO2, and c CaTiO3 (perovskite). The coordination polyhedra of Ca and Ti are
shown in green and blue, respectively. Note: Ca is six-fold (octahedrally) coordinated with oxygen in CaO and eight-fold coordinated in CaTiO3,
requiring coordination corrections. Colors: Ca black, Ti light gray, and O red66
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calculated room temperature formation enthalpies rather than
DFT formation energies, and (iv) in part different experimental
data are used.

Principal thermodynamic considerations
There is also another caveat. Corrections depending linearly on
the concentration (like the previously proposed renormalization of
the chemical potential of one or more species) are equivalent to
tilting the whole Gibbs landscape, and might—in some cases—
lead to thermodynamic paradoxes. For example, consider the case
of non-ideal activity vs. concentration, differing from the Raoult’s
law with a negative(positive) deviation at low(high) concentra-
tion.46 Any linear interpolation tends to balance the deviations
and erroneusly correct the chemical potential by decreasing its
non-ideal behavior. This is a rare scenario. Yet, phase diagrams
having a very-high monotectoid and very-low eutectoid do exist,
and the accuracy of calculated critical temperatures would be
reduced with inappropriately corrected enthalpies. The problem
can be solved only by including more information in the DFT
correction, introducing nonlinearity and/or considering topology
and oxidation states like in the case of CCE.

Selection of structural inputs
All room temperature structures are obtained from the AFLOW-
ICSD online library.7,9,10,47 The selection is based on the structure
information in the Kubaschewski et al. tables.15 If it is insufficient, it
is taken from the Springer Materials database.48 The ICSD numbers,
space groups and Pearson symbols are listed in Tables 2 and 3 in
the supplementary information. Space-groups and Pearson sym-
bols are calculated with AFLOW-SYM.49 For SiO2, both the α-quartz
(space group P3121 #152; Pearson symbol hP9; AFLOW prototype
A2B_hP9_152_c_a [http://aflow.org/CrystalDatabase/A2B_hP9_
152_c_a.html]50,51) and α-cristobalite (P41212 #92; tP12;
A2B_tP12_92_b_a [http://aflow.org/CrystalDatabase/A2B_tP12_
92_b_a.html]50,51) prototypes are considered. TiO2 is calculated in
the rutile (P42/mnm #136; tP6; A2B_tP6_136_f_a [http://aflow.org/
CrystalDatabase/A2B_tP6_136_f_a.html]50,51), and anatase (I41/
amd #141; tI12; A2B_tI12_141_e_a [http://aflow.org/Crystal
Database/A2B_tI12_141_e_a.html]50,51) structures. Al2SiO5 is repre-
sented in the kyanite (P1̄ #2; aP32) and andalusite (Pnnm #58;
oP32) structures. CaSiO3 is treated as wollastonite (P1̄ #2; aP30) and
pseudowollastonite (C2/c #15; mS60). For O2, F2, Cl2, BF3, and SiF4, a
10 × 10 × 10 Å3 cubic box is used, the intermolecular bond length is
relaxed until the forces are smaller than 10meV/Å, and the
Brillouin zone is sampled only at the Γ-point.

Selection of computational inputs
The accuracy of experimental data used is crucial. For oxides and
halides, several reliable thermochemical libraries do exist, and
here, we rely on the collections of Kubaschewski et al.,15 NIST-
JANAF,16 Barin,17 and NBS.18

For the validation of the experimental room temperature
enthalpies, a procedure similar to Hautier et al.19 is applied. Each
ΔfH�;Tr;exp of Kubaschewski et al.15 is first compared to the values
from the NIST-JANAF database,16 which is believed to be the most
accurate.19 If the deviation exceeds 5 meV/atom, the value from
ref. 16 is used. For the oxides with no corresponding entry in NIST-
JANAF, the formation enthalpies are compared with the Barin
ones. If the values differ by more than 10meV/atom, Barin’s
ΔfH�;Tr;exp is used. NaCrO2 is an exception: the Kubaschewski
formation enthalpy is taken, since the Barin value deviates by
0.15 eV/atom from the Kubaschewski and NBS data. Both Hautier
et al.19 and Aykol & Wolverton33 used the ΔfH�;Tr ;exp from
Kubaschewski and obtained good agreement with the calculated
reaction energies and formation enthalpies—this would not have
been possible with the Barin value. In general, the NBS collection

might not be considered as a suitable source for comparisons:
When compared to all others, it exhibits several examples with
significant deviations (see Section 2 in the supplementary
information). This might be at least partially due to the special
consistency requirements within NBS.18 Oxides from
Kubaschewski with no corresponding formation enthalpy in Barin
are therefore excluded. For halides, the procedure is relaxed for
NaBF4 and Na2SiF6 due to the scarcity of experimental data for
polar ternaries other than oxides. In these two cases, the
Kubaschewski formation enthalpy is taken, which could only be
verified by NBS.

Room temperature DFT+ AGL results
The difference between calculated DFT+ AGL and experimental
room temperature formation enthalpies for 79 binary and 71
ternary oxides for the three functionals employed are illustrated in
Fig. 2. The vibrational (zero-point+ thermal) contribution is shown
in the lower panels of panels a and b. MAEs are included in Table 1.
The calculated formation enthalpies for each functional, together
with the experimental values, are included in Tables 4 and 6 in the
supplementary information. The vibrational, zero-point and ther-
mal contributions are listed in Tables 9 and 11 in the
supplementary information.

Vibrational contribution
In general the vibrational term is very small (lower panels of Fig.
2a, b), and decreases with increasing atomic number of the non-O
elements. The maximum value of 23(23) meV/atom is reached for
Al2O3(kyanite—Al2SiO5) with SCAN. The minimum of −22(−4)
meV/atom occurs for HgO(PbWO4) with LDA(PBE and SCAN). For
HgO, this is due to the heat of fusion of Hg being about 24meV/
atom at 234.29 K.16 On average, the absolute vibrational value for
binaries(ternaries) is very small: 5, 7, and 6(7, 9, and 8) meV/atom
for PBE, LDA, and SCAN, respectively, due to partial cancellations
of the zero-point and thermal contributions (Section 3 in the
supplementary information provides additional insights). Unless
stated otherwise, our PBE, LDA, and SCAN formation enthalpies
include vibrational contributions, which, despite the often
negligible values, consistently improve the MAEs of LDA and
SCAN for binaries and ternaries by 2–5meV/atom (Table 1). For
PBE, the MAE increases when including the vibrational value—
most likely an artifact for the functional having the largest errors.

Comparison of calculated and experimental results
In Fig. 2a, the compounds are grouped according to the l-block of
the non-O element in the periodic table. Materials are ordered
with respect to increasing atomic number of the non-O element.
PBE tends to underestimate the formation enthalpy leading to the
largest deviations from the experimental values (MAE 235meV/
atom). Both LDA and SCAN show an increasingly better
performance with total MAEs of 176 and 105 meV/atom,
respectively. The findings are in agreement with previous
reports23,35 including similar compounds. LDA was found to
systematically yield better formation energies than PBE34 for a
much smaller set of 13(9 binary, 4 ternary) oxides.
Results indicate a pronounced dependence on the l-character of

the non-O element. For s-oxides, SCAN gives very accurate
formation enthalpies with an MAE of 27 meV/atom, with LDA
and PBE showing increasing deviations. For p-oxides, all func-
tionals display a decreasing trend in ΔfH�;Tr;cal with respect to
ΔfH�;Tr;exp with increasing atomic number of the non-O species,
the trend being weakest for SCAN. Spin–orbit coupling could be
the culprit, although often the effect largely cancels out when
calculating formation energies.35,52 Instead, the trend might be
caused by an increasing degree of covalency. MAEs for the
combined set of all s- and p- (main group) oxides of 223, 113, and
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Fig. 2 Uncorrected enthalpies. Differences between calculated (Eq. (4)) and experimental room temperature formation enthalpies of binary
oxides (a upper panel) and vibrational (zero-point+ thermal) contribution to the calculated formation enthalpy (a lower panel). Vertical blue
lines separate the different l-blocks with respect to the position of the non-O element of the compound in the periodic table. Differences
between calculated and experimental room temperature formation enthalpies of ternary oxides (b upper panel) and vibrational contribution
to the calculated formation enthalpy (b lower panel)

Table 1. MAEs of uncorrected and corrected enthalpies

Calculation type Binaries Ternaries

PBE LDA SCAN PBE LDA SCAN

Plain DFT+ AGL 235 (234) 176 (178) 105 (107) 279 (273) 107 (109) 105 (110)

CCE corrected 5 (5) 4 (4) 3 (3) 38 (38) 29 (30) 27 (27)

Quasi-FERE corrected 53 (54) 44 (44) 48 (48) 43 (42) 35 (36) 44 (44)

MAEs of the uncorrected room temperature DFT+ AGL, CCE, and quasi-FERE corrected formation enthalpies for both binary and ternary oxides with respect to
the experimental values. The numbers in brackets denote the MAEs of the calculated and corrected formation energies when no vibrational contribution is
considered. Note that for the binary oxides CCE is basically exact by construction. All values in meV/atom
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Table 2. CCE corrections per bond

Cation species A +α δHAþα

A�O δHAþα

A�O δHAþα

A�O

PBE+ AGL (PBE) LDA+ AGL (LDA) SCAN+ AGL (SCAN)

Li +1 0.0809 (0.0766) −0.0100 (−0.0154) −0.0065 (−0.0118)

Be +2 0.2035 (0.1953) 0.0180 (0.0083) 0.0160 (0.0060)

B +3 0.2030 (0.1952) −0.0572 (−0.0693) −0.0357 (−0.0472)

Na +1 0.0826 (0.0823) −0.0033 (−0.0043) −0.0101 (−0.0113)

Mg +2 0.1373 (0.1335) 0.0072 (0.0025) 0.0023 (−0.0023)

Al +3 0.1950 (0.1869) 0.0020 (−0.0073) −0.0028 (−0.0124)

Si (α−qua.) +4 0.2648 (0.2530) −0.0098 (−0.0233) −0.0070 (−0.0208)

K +1 0.0821 (0.0830) −0.0269 (−0.0263) −0.0041 (−0.0035)

Ca +2 0.1070 (0.1057) −0.0308 (−0.0332) −0.0203 (−0.0222)

Sc +3 0.1656 (0.1618) −0.0034 (−0.0083) −0.0212 (−0.0257)

Ti +2 0.1169 (0.1131) −0.0619 (−0.0667) −0.0221 (−0.0265)

Ti +3 0.1025 (0.0980) −0.0796 (−0.0855) −0.0633 (−0.0688)

Ti (rut.) +4 0.1138 (0.1072) −0.0882 (−0.0965) −0.1150 (−0.1237)

V +2 0.2623 (0.2637) 0.1240 (0.1203) 0.1568 (0.1568)

V +3 0.1018 (0.0984) −0.0608 (−0.0661) −0.0498 (−0.0531)

V +4 0.0528 (0.0467) −0.1413 (−0.1497) −0.1462 (−0.1537)

V +5 −0.0037 (−0.0082) −0.2033 (−0.2118) −0.2101 (−0.2179)

Cr +3 0.1553 (0.1528) 0.0495 (0.0454) −0.0159 (−0.0189)

Cr +6 −0.1305 (−0.1323) −0.2980 (−0.3053) −0.2745 (−0.2813)

Mn +2 0.2492 (0.2513) 0.2682 (0.2700) −0.0333 (−0.0325)

Mn +4 0.0640 (0.0600) −0.0885 (−0.0943) −0.1528 (−0.1582)

Fe +2 0.1775 (0.1763) 0.1312 (0.1310) 0.0210 (0.0188)

Fe +3 0.1648 (0.1633) 0.0187 (0.0130) −0.0625 (−0.0655)

Co +2 0.2398 (0.2397) 0.1655 (0.1662) 0.1243 (0.1230)

Ni +2 0.2555 (0.2558) 0.1572 (0.1552) 0.1982 (0.1980)

Cu +1 0.1293 (0.1310) 0.0328 (0.0340) 0.0618 (0.0635)

Cu +2 0.1018 (0.1015) −0.0245 (−0.0258) 0.0075 (0.0068)

Zn +2 0.1858 (0.1853) 0.0433 (0.0423) 0.0468 (0.0455)

Ga +3 0.2034 (0.2009) 0.0105 (0.0068) 0.0427 (0.0386)

Ge +4 0.2030 (0.1992) −0.0300 (−0.0357) 0.0457 (0.0397)

As +5 0.2039 (0.2022) −0.0599 (−0.0636) 0.0251 (0.0212)

Se +4 0.0730 (0.0750) −0.2267 (−0.2277) −0.0960 (−0.0963)

Rb +1 0.0934 (0.0950) −0.0229 (−0.0215) 0.0035 (0.0049)

Sr +2 0.1073 (0.1082) −0.0195 (−0.0192) −0.0160 (−0.0155)

Y +3 0.1363 (0.1358) −0.0209 (−0.0219) −0.0474 (−0.0483)

Zr +4 0.1419 (0.1393) −0.0416 (−0.0451) −0.0597 (−0.0631)

Nb +2 0.0610 (0.0593) −0.1235 (−0.1263) −0.0820 (−0.0845)

Mo +4 0.0327 (0.0292) −0.1797 (−0.1843) −0.1008 (−0.1053)

Mo +6 −0.0440 (−0.0470) −0.3335 (−0.3410) −0.2490 (−0.2558)

Ru +4 −0.0027 (−0.0048) −0.2020 (−0.2057) −0.1085 (−0.1118)

Rh +3 0.0115 (0.0141) −0.1347 (−0.1363) −0.0572 (−0.0583)

Pd +2 0.0568 (0.0578) −0.0793 (−0.0793) −0.0250 (−0.0245)

Ag +1 −0.0115 (−0.0083) −0.0568 (−0.0540) −0.0683 (−0.0653)

Cd +2 0.1037 (0.1042) 0.0158 (0.0162) 0.0050 (0.0053)

In +3 0.1349 (0.1353) −0.0163 (−0.0167) −0.0127 (−0.0130)

Sn +2 0.0650 (0.0670) −0.0653 (−0.0638) −0.0148 (−0.0130)

Sn +4 0.1512 (0.1505) −0.0442 (−0.0460) −0.0133 (−0.0153)

Sb +3 0.1177 (0.1207) −0.1150 (−0.1135) −0.0218 (−0.0198)

Sb +5 0.1056 (0.1052) −0.1304 (−0.1323) −0.0551 (−0.0573)

Te +4 0.0610 (0.0630) −0.2035 (−0.2033) −0.0893 (−0.0885)

Cs +1 0.0983 (0.1008) −0.0588 (−0.0567) −0.0073 (−0.0050)
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46meV/atom are obtained for PBE, LDA, and SCAN, respectively.
The values are in good agreement with ref. 23, where a largely
similar set of main group oxides was investigated. For transition
metal, i.e. d-oxides, all functionals show large errors of several
hundred meV/atom, with SCAN having the smallest MAE of
163meV/atom. For the ternary oxides, deviations similar to the
binaries are shown in Fig. 2b: MAEs are 279, 107, and 105meV/
atom for PBE, LDA, and SCAN.
Further improvements on a semilocal DFT level might be

difficult considering that SCAN already fulfills all known con-
straints required for the exact functional.22 A promising direction
might be provided by the recently developed size-extensive self-
interaction correction scheme53–56 potentially leading to more
accurate formation enthalpies.

Coordination corrected enthalpies
This section compares the two correction schemes described
above: CCE and the quasi-FERE approach. The oxygen correction
introduced by Wang et al.29 is not considered as it shows a strong
dependency on the fitting set when p-oxides are included (see
Section 4 in the supplementary information).
CCE uses the deviation between calculated and experimental

room temperature formation enthalpies of single-valence binary
oxides to obtain corrections per cation–O bond for each
functional. They are then applied to the calculated formation
enthalpies of ternary and mixed-valence binary oxides. The quasi-
FERE method uses the binary data to obtain element-specific
corrections, optimizing the systematic error cancellation between
the total energies/enthalpies of the references with respect to the
compound.34,35

Corrected binary results
For the binary fit set, CCE gives almost exact solutions, as indicated
by the small MAEs of 5, 4, and 3meV/atom for PBE, LDA, and SCAN
(Table 1). The corrections per bond are included in Table 2 and in
Table 4 in the supplementary information. The quality is not
surprising: the scheme is constructed to reproduce the

experimental formation enthalpies of the single-valence binary
oxides. The few other cases include mixed-valence compounds,
multiple polymorphs at the same composition and per- as well as
superoxides, leading to non-zero MAE for the binary set (Table 1)
and allowing assessment of CCE reliability. For SbO2, the
corrections obtained from Sb2O3 and Sb2O5 are used. Pb3O4 is
refined based on PbO and PbO2, and for Ti3O5 the corrections
from Ti2O3 and TiO2 (rutile) are taken. For SiO2 (α-cristobalite) and
TiO2 (anatase), the δHAþα

A�O determined from SiO2 (α-quartz) and
TiO2 (rutile) are applied, respectively. The results are included in
Table 4 in the supplementary information. For all cases, the
corrected values agree well with the experimental data—typically
within 20 meV/atom—and a maximum systematic deviation of
about 50 meV/atom is observed for Pb3O4.
The per- and superoxides cannot be corrected exactly, since

their structure incorporates bonds between the cation and O, as
well as an internal O–O bond. The values are corrected based on
the assumption that for the cation–O bond the correction of the
normal (O2−) oxide can be taken, and the O–O bond correction is
transferable between (su)peroxides: O–O correction for peroxides
is obtained from Li2O2; the O–O correction for superoxides is
derived from KO2. The two values are listed in Table 4 in the
supplementary information. All other per- and superoxides are
corrected based on these values. In general, the procedure leads
to good agreement with experiment, and the largest absolute
deviation occurs for the corrected PBE value of NaO2: 124meV/
atom (the absolute deviations for LDA and SCAN are 17 and
45meV/atom, respectively).
For quasi-FERE, MAEs of 53, 44, and 48meV/atom for PBE, LDA,

and SCAN are obtained for the binary fit set. They agree well with
the MAE of 54meV/atom reported for the original FERE in ref. 35

using PBE for the fit set of binary compounds. Our calculations
indicate that even better agreement is obtainable when using LDA
or SCAN in the DFT calculations.
FERE tends to yield large deviations if multivalent p-oxides, such

as SnO, SnO2, Sb2O3, SbO2, Sb2O5, Tl2O, Tl2O3, PbO, PbO2, and
Pb3O4 are considered.35 Indeed, for these systems, errors for the
quasi-FERE corrected values partly exceeding 100meV/atom are

Table 2 continued

Cation species A +α δHAþα

A�O δHAþα

A�O δHAþα

A�O

PBE+AGL (PBE) LDA+ AGL (LDA) SCAN+ AGL (SCAN)

Ba +2 0.1167 (0.1183) 0.0085 (0.0098) 0.0028 (0.0042)

Hf +4 0.1617 (0.1617) −0.0290 (−0.0296) −0.0263 (−0.0269)

W +4 0.0570 (0.0567) −0.1575 (−0.1587) −0.0473 (−0.0483)

W +6 0.0052 (0.0050) −0.2063 (−0.2078) −0.1347 (−0.1362)

Re +4 0.0898 (0.0897) −0.1230 (−0.1242) 0.0218 (0.0212)

Re +6 −0.0722 (−0.0727) −0.3027 (−0.3040) −0.1582 (−0.1597)

Os +4 0.0613 (0.0617) −0.1438 (−0.1443) 0.0015 (0.0012)

Os +8 −0.2288 (−0.2225) −0.3805 (−0.3793) −0.2803 (−0.2773)

Ir +4 0.0198 (0.0202) −0.1808 (−0.1813) 0.0177 (0.0180)

Hg +2 0.1515 (0.1700) −0.0870 (−0.0650) 0.0375 (0.0580)

Tl +1 −0.0090 (−0.0065) −0.0687 (−0.0665) −0.0635 (−0.0612)

Tl +3 0.0513 (0.0536) −0.0955 (−0.0936) −0.0159 (−0.0140)

Pb +2 −0.0005 (0.0028) −0.1115 (−0.1088) −0.0575 (−0.0548)

Pb +4 0.0538 (0.0568) −0.1272 (−0.1250) −0.0273 (−0.0250)

Bi +3 −0.0286 (−0.0258) −0.1775 (−0.1752) −0.0381 (−0.0356)

Corrections per bond δHAþα

A�O of the CCE method for each cation species A in oxidation states +α obtained from calculated room temperature formation
enthalpies of binary oxides. The numbers in brackets denote the corrections derived from the calculated DFT formation energies when no vibrational
contribution is considered. The corrections for Si and Ti in oxidation state +4 are obtained from α-quartz and rutile, respectively. All corrections in eV/bond
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observed, in agreement with ref. 35. CCE circumvents the problem
through its explicit dependence on the oxidation state of the
cation according Eq. (8).

Corrected ternary results
The differences between CCE and quasi-FERE corrected and
experimental room temperature formation enthalpies are dis-
played in Fig. 3 for the test set of 71 ternary oxides calculated with
PBE (panel a), LDA (panel b) and SCAN (panel c). MAEs are

included in Table 1 and the formation enthalpies are listed in
Tables 6 and 8 in the supplementary information. The importance
of using ab-initio data as input for CCE is discussed in Section 5 in
the supplementary information. CCE predicts accurate results for
almost all ternary compounds: MAE is 38, 29, and 27meV/atom
with PBE, LDA, and SCAN, respectively. Compared to plain DFT+
AGL, the errors are decreased by about a factor of 4–7. The mean
deviations are significantly smaller than 45 and 48meV/atom
predicted by the GGA/GGA+ U mixing and FERE corrections of
refs. 32,35. For the quasi-FERE method on the same set of

Fig. 3 Corrected enthalpies. Differences between corrected and experimental room temperature formation enthalpies of the test set of 71
ternary oxides for the CCE and quasi-FERE correction schemes on top of PBE a, LDA b, and SCAN c. Note the different energy scale compared
to Fig. 2. The red lines at ±50meV/atom indicate the typical MAE of previous correction schemes32,35
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compounds, MAEs of 43, 35, and 44meV/atom are obtained for
the corrected values of PBE, LDA, and SCAN (The MAE of the quasi-
FERE method on the test set is smaller than the one on the binary
fit set for all functionals in agreement with previous results.35 The
fitting set contains a larger variety of elements in oxidation states
potentially problematic for DFT. In the test set of ternary oxides
there are fewer such cases leading to smaller MAEs.). CCE
consistently yields more accurate results than quasi-FERE for all
three functionals. The MAEs of CCE are slightly larger than the
19meV/atom of the local environment-dependent GGA+ U
method.33 The latter scheme, however, uses about a factor two
more parameters and is constructed for transition metal
compounds. On the contrary CCE is applicable to all systems.
CCE is simpler and more intuitive.
The largest single absolute deviation over the whole set is also

higher for the quasi-FERE method—182, 152 and 166meV/atom
for PBE (Na2CrO4), LDA (MnTiO3), and SCAN (Na2CrO4)—compared
to CCE—118, 135, and 118meV/atom for PBE, LDA, and SCAN
(always FeAl2O4).
When CCE predicts a similar value for all three functionals with a

large deviation with respect to the experimental data, the
measured ΔfH�;Tr;exp might be inaccurate. The conclusion is further
confirmed if the quasi-FERE-corrected values predict a similar
trend. Based on the analysis, the experimental data of FeAl2O4 and
NiAl2O4 might be too low (i.e. too negative) by about 120–140 and
80–110 meV/atom, respectively. SrHfO3 might be too high by
about 60–90meV/atom.
The scarcity of reliable experimental data for polar ternary

systems other than oxides restricts the number of compounds
available to demonstrate the generality of CCE. In Fig. 4,
uncorrected and corrected results are presented for a set of
seven ternary halides. The formation enthalpies are listed in Tables
5 and 7 in the supplementary information with the vibrational,
zero-point, and thermal contributions in Tables 10 and 12 in the
supplementary information. Corrections are given in Table 3 and
in Tables 5 and 14 in the supplementary information. It is difficult
to ascribe a statistical significance to a set of only seven entries:
MAEs amount to 264, 78, and 135, as well as 49, 74, and 24meV/
atom for the uncorrected and corrected results of PBE, LDA, and
SCAN, respectively. CCE guarantees a significant improvement in
all cases. For Na3AlF6, and potentially also NaAlCl4, the experi-
mental value might be too low by about 70–90 and 20–80meV/
atom. The accuracy of the corrected results for KBF4, NaBF4, and
Na2SiF6 is interesting—in these cases part of the corrections are
obtained from the gaseous molecular BF3 and SiF4 phases and
applied to solid ternaries. For PBE and LDA, the corrected results

show rather large errors revealing that for these functionals the
corrections per bond are not well transferable from molecules to
solids. This biases the MAE particularly for the corrected LDA
values. For SCAN, however, the corrected results are accurate,
further showcasing the better suitability of this functional for CCE.
The functionals‘ different behaviors agree with previous
reports.57,58

The vibrational (zero-point+ thermal) contribution to the
formation enthalpy can be largely included in the corrections
without explicit calculation, being mostly element specific. For
example, for binary oxides the vibrational term is highest for
Al2O3, BeO, and SiO2 (α-quartz), ranging from 16 to 23meV/atom
(depending on the functional). For ternaries, the largest value is
found for kyanite Al2SiO5 with 19–23meV/atom. MAEs of the
corrected formation energies obtained without vibrational con-
tribution in both the binary-fit and ternary-test sets (as in
refs. 32,34,35) are included in brackets in Table 1. They deviate no
more than 1meV/atom from the MAEs of the corrected DFT+ AGL
results. Thus, ΔfE0;DFT corrections can be reliably based on only
ΔfH�;Tr;exp. In addition, the vibrational term usually does not lead to
significant differences between two structures at the same
composition. This has already been seen with machine learning
analysis.59 Therefore, the following discussion is based on results
directly obtained with DFT.

Relative stability
CCE can also correct the relative stability of same stoichiometry
structures with different number of nearest-neighbor cation–O
bonds. Al2SiO5 is an example: kyanite is the experimental ground
state and andalusite is higher in energy. PBE falsely predicts
kyanite to be 19meV/atom above andalusite (−2.937 vs.
−2.956 eV/atom). CCE correctly gives kyanite to be lower by
4meV/atom (−3.343 vs. −3.339 eV/atom), in good agreement
with the experimental values (−3.361 vs. −3.358 eV/atom).
The situation is more evident with polymorphs having large

energy differences. Experimentally, MnO and CoO have rocksalt
ground states. In ref. 23, it was reported that PBE and SCAN predict
other ground states for both systems with only four cation–O bonds,

Fig. 4 Uncorrected vs. corrected enthalpies for halides. Differences
between calculated a as well as corrected b and experimental room
temperature formation enthalpies for seven ternary halides. For the
compounds marked with “*”, the experimental formation enthalpy
from Kubaschewski et al.15 can only be verified by NBS.18 The red
lines at ±50meV/atom indicate the typical MAE of previous
correction schemes32,35

Table 3. CCE corrections per bond for halides

cation
species A

+α δHAþα

A�X δHAþα

A�X δHAþα

A�X

PBE+
AGL

(PBE) LDA+
AGL

(LDA) SCAN+
AGL

(SCAN)

Li +1 0.0788 (0.0748) 0.0120 (0.0070) −0.0482 (−0.0532)

Na +1 0.0833 (0.0807) 0.0258 (0.0225) −0.0473 (−0.0503)

K +1 0.0718 (0.0702) 0.0083 (0.0060) −0.0472 (−0.0490)

Be +2 0.2073 (0.2008) 0.0563 (0.0480) −0.1215 (−0.1300)

B +3 0.2447 (0.2093) 0.1587 (0.1247) −0.1640 (−0.1987)

Al +3 0.2488 (0.2353) 0.0572 (0.0415) −0.1208 (−0.1367)

Si +4 0.3135 (0.2833) 0.1750 (0.1450) −0.1525 (−0.1825)

Na +1 0.1000 (0.0972) 0.0568 (0.0537) 0.0180 (0.0152)

K +1 0.0938 (0.0913) 0.0488 (0.0460) 0.0168 (0.0142)

Ca +2 0.1608 (0.1552) 0.0742 (0.0680) 0.0227 (0.0167)

Al +3 0.1933 (0.1845) 0.0498 (0.0400) 0.0485 (0.0388)

Corrections per bond δHAþα

A�X (X = F,Cl) of the CCE method for each cation
species A in oxidation states + α obtained from calculated room
temperature formation enthalpies of binary halides. The numbers in
brackets denote the corrections derived from the calculated DFT formation
energies when no vibrational contribution is considered. The values below
(above) the horizontal line refer to chlorides (fluorides). The corrections for
B in oxidation state +3 and for Si in oxidation state +4 are obtained from
the gaseous molecular systems BF3 and SiF4. All corrections in eV/bond
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in disagreement with the experimental finding: 6. CCE solves the
issue. We take the DFT ground states provided in ref. 23, relax and
primitivize them. PBE/SCAN for MnO and SCAN for CoO find
zincblende (space group F4̄3m #216; Pearson symbol cF8; AFLOW
prototype AB_cF8_216_c_a [http://aflow.org/CrystalDatabase/
AB_cF8_216_c_a.html]50,51). With PBE the final CoO structure is
body-centered tetragonal (I4̄m2 #119; tI4; AB_tI4_119_c_a [http://
aflow.org/CrystalDatabase/AB_tI4_119_c_a.html]50,51). For CoO, PBE,
and SCAN erroneously give the energies of the relaxed geometries
to be 164 and 103meV/atom below rocksalt. CCE solves the
dilemma. When corrected, they become 76 and 20meV/atom above
the experimental ground state. For MnO the PBE structure is
corrected from being 5meV/atom more-stable to 246meV/atom
less-stable than the experimental report. The MnO structure given
by SCAN is already 44meV/atom higher than rocksalt. CCE reduces
its difference to 11meV/atom without changing the correct
experimental order. CCE succeeds in all examples. Any scheme
dealing only with stoichiometry (such as FERE) would not be able to
disentangle the relative stability.

Application to Ti–O systems
To test whether CCE will also yield quantitatively reliable results
for defect energies, the method is applied to Ti–O. The corrections
are obtained from Ti2O3 and rutile TiO2, and are then applied to
predict the enthalpies of other oxides, including crystallographic
shear compounds (Magnéli phases) TinO2n−1. In Fig. 5, the section
of the convex hull phase diagram60 between Ti2O3 and TiO2 is
presented for both uncorrected and CCE-corrected results. Plain
DFT captures well the position of all structures with respect to the
individual convex hull for each functional, but yields quantitative
errors of the order of several 100meV/atom in all three cases.
When corrected by CCE, all three functionals produce formation
enthalpies within 10–20meV/atom of experiments. Note that for
all functionals (corrected and uncorrected) and from the experi-
mental data, Ti3O5 is found to be above the stability hull by up to
about 30 meV/atom.

DISCUSSION
We have introduced a coordination corrected enthalpies (CCE)
scheme based on the number of nearest-neighbor cation–anion
bonds. 71(7) ternary oxides (halides) are used as a test set. CCE
gives very accurate corrected formation enthalpies with MAEs of
38(49), 29(74) and 27(24) meV/atom for PBE, LDA, and SCAN,
respectively. Zero-point and finite temperature vibrational con-
tributions are treated within a quasiharmonic Debye model and
are found to largely cancel out. Errors are significantly smaller than
previous approaches.32,34,35 Because CCE considers bonding

connectivity and topology, it can also correct the relative stability
of different structures at a given composition.
Correction schemes for formation enthalpies are the steps in a

ladder of approximations:

i. The oxygen correction of ref. 29 applies a constant energy
shift per O2; it can be seen as a 0th order step: one
parameter for all oxides. The approach typically leads to
MAEs of 100meV/atom or larger, and can be combined with
the GGA/GGA+ U mixing scheme for improved accuracy.32

ii. The FERE method34,35 corrects the elemental reference
energy of each species of the compound; it is a first-order
approximation: one parameter per element. FERE's accuracy
is typically limited to about 40–50meV/atom. Improvements
require considering the characteristics of the compounds.

iii. CCE leverages the topology of nearest-neighbor shells. CCE
yields accurate formation enthalpies with an average
absolute error as small as 20–30meV/atom. The method is
simple and easy to extend to other materials classes, e.g.
nitrides, phosphides, or sulfides. It can be used to predict a
wide variety of properties relying on accurate formation
enthalpies, such as battery voltages, defect energies, and
the formation of high-entropy materials.61

METHODS
Calculations are performed using the AFLOW framework7–10,44,47,50,51,62

leveraging the Vienna Ab-initio Simulation Package (VASP)63,64 with
projector-augmented-wave pseudopotentials65 of version 5.4. The
exchange-correlation functionals LDA,4,5 PBE,6 and SCAN22 are employed.
The parameters of the structural relaxation and static calculations largely
follow the AFLOW Standard for entries from the ICSD library47 with the
internal VASP precision set to ACCURATE. No Hubbard-U term is used, and
for the elements Li, Be, Na, and W, pseudopotentials with the labels Li, Be,
Na_pv, and W_sv are taken, respectively. For calculating total energy
differences between a compound and its references, the kinetic energy
cutoff is set to be 40% larger than the highest value recommended among
all pseudopotentials for the compound but to at least 560 eV (oxygen
cutoff). For magnetic systems, spin-polarized calculations are performed
with all possible ferromagnetic, ferrimagnetic, and antiferromagnetic
configurations initialized for five different sizes of the induced magnetic
moments in the primitive unit cell. For computational efficiency, for Ti4O7,
Ti5O9, and Ti6O11, only four different ferromagnetic configurations were
initialized. The final magnetic state with the lowest total energy is
considered for the formation enthalpy.
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